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Abstract. This paper presents the IMOTION system in its third ver-
sion. While still focusing on sketch-based retrieval, we improved upon
the semantic retrieval capabilities introduced in the previous version by
adding more detectors and improving the interface for semantic query
specification. In addition to previous year’s system, we increase the role
of features obtained from Deep Neural Networks in three areas: semantic
class labels for more entry-level concepts, hidden layer activation vectors
for query-by-example and 2D semantic similarity results display. The
new graph-based result navigation interface further enriches the system’s
browsing capabilities. The updated database storage system ADAMpro
designed from the ground up for large scale multimedia applications en-
sures the scalability to steadily growing collections.

1 Introduction

In this paper we introduce the 2017 version of the IMOTION system which is
the third iteration (after [13] and [11]) of the system participating in the Video
Browser Showdown [2].

We provide a brief overview of the overall architecture of the system in Sec-
tion 2, and elaborate in greater detail on the improvements made since the
previous version in Section 3. Section 4 concludes.

2 The IMOTION System

2.1 Overview

The IMOTION system is a sketch-based video retrieval system which supports a
large variety of query paradigms, including query-by-sketch, query-by-example,
query-by-motion and querying using semantic concepts. It allows to search using
multiple query containers, e.g., a still image, a user-provided sketch, the specifica-
tion of motion via flow fields or by denoting a semantic concept. The IMOTION
system is built in a flexible and modular way and can easily be extended to
support further query modes or feature extractors.



2.2 Architecture

The 2017 IMOTION system is based on the ADAMpro database [3] and the
Cineast retrieval engine [12] which are both part of the vitrivr3 open-source
content-based multimedia retrieval stack [14]. The IMOTION system has a cus-
tom browser-based front end which communicates with the storage and retrieval
back-end via a web server which also serves the static content such as videos and
preview images. Figure 1 shows an overview of the architecture of the IMOTION
system.
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Fig. 1. Architectural overview of the IMOTION system.

3 New Functionality

3.1 Concept Detection

Since the last edition, we have expanded the set of semantic features supported
by IMOTION. All these features are based on Deep Neural Network classifiers:

– We have extracted semantic categories representing entry-level labels of en-
vironments from the Places2 dataset. Classification was performed using the
pre-trained VGG16-places365 network [18].

– We have trained image-level classifiers for the 80 classes of the MS COCO
Detection challenge [9]. The feature data is obtained from the last fully con-
nected layer (“fc7”) of a VGG convolutional network. The model is trained
on the MS COCO train2014 data and it learns the 80 labels independently
using multinominal logistic regression.

– We kept the 325 semantic entry-level categories obtained from n-grams from
last year [11].

Given the participation in this year’s TRECVID Ad Hoc Search task4, which
also operated on the IACC.3 data, we integrated the result scores for our esti-
mated best run into the search engine. We have extended the list of 30 AVS

3 https://www.vitrivr.org/
4 http://www-nlpir.nist.gov/projects/tv2016/tv2016.html#avs



textual queries with several queries we consider useful for browsing e.g., “shots
with two people”, “shots showing cartoons”, etc.

As in our previous system, we use multiple ConvNets for feature extraction
and object/action recognition. We replaced the temporal ConvNet trained on
dense optical flow maps with ConvNets that are able to recognize visual actions
that may be detected from single images. In order to train these ConvNets,
we used the two databases Stanford 40 [17] with 40 categories of actions and
COCO-a with 140 categories [10].

We also use a modified version of the DenseCap [7] language model (LM). We
use a beam search approach in order to keep multiple results at each generated
word. We hence end up with a number of alternatives sentences for each region
of interest. From these sentences, we recover a set of words corresponding to
objects and attributes. We also use downsampled (bilinear sampling) features
extracted with DenseCap ConvNet. This ConvNet was trained on the Visual
Genome [8] dataset.

3.2 Semantic Class Selection

As with the previous version of the system, one supported query mode is to search
for instances of detected semantic concepts. In the 2016 IMOTION system [11]
we implemented the interface for the selection of these concepts as a list of
icons which could be added to a canvas via drag and drop. Figure 2 shows an
example of this UI element. The new selection interface for VBS 2017, depicted
in Figure 3, uses a text box with an auto-complete feature to select semantic
classes. Every class adds a weight slider by which the importance of this class
with respect to the query can be specified.

Fig. 2. Semantic class selection in the
2016 IMOTION system.

Fig. 3. New semantic class selection in
the 2017 IMOTION system.



3.3 Result Presentation and Browsing

In addition to the existing querying capabilities, for the 2017 version of the sys-
tem we put additional emphasis on exploratory search and browsing capabilities.
In a manner similar to several of the 2016 VBS systems (e.g., [1]), we have im-
plemented a similarity-based navigation interface. The new interface allows to
navigate through the resulting grid by panning and zooming as it places visually
and semantically similar results close to each other.

3.4 Text-based retrieval

At VBS 2017, we use traditional text retrieval based on Lucene to search in the
text extracted from the ASR (as provided with the video data), and captions
extracted from the keyframes using DenseCap [7].

3.5 ADAMpro

In the most current version, the IMOTION system uses the new ADAMpro
database. The ADAMpro database [3] is geared towards offering storage and re-
trieval capabilities for multimedia objects and the corresponding metadata. To
this end, it supports both Boolean retrieval and k nearest neighbour similar-
ity searches in the vector space retrieval model and is particularly tailored to
support large multimedia collections. ADAMpro comes with various index struc-
tures that are very different in their nature: Locality-Sensitive Hashing [5] and
Spectral Hashing [16] are hash-based methods and form together with Prod-
uct Quantization [6] and extended Cluster Pruning (eCP) [4] a group of indexes
which support a rather coarse retrieval which can be executed very quickly, how-
ever suffers from the fact that it may miss result candidates as they are pruned
by mistake from the candidate list. The Vector Approximation-File (VA-File)
index [15], on the other hand, may degenerate to a sequential scan in worst case;
however, it will not prune by mistake a true result candidate. Finally, ADAMpro
supports sharding a collection to multiple nodes to increase the retrieval effi-
ciency.

4 Conclusions

The 2017 version of the IMOTION system has received significant upgrades over
previous versions in both indexing and browsing. Compared to last year’s ver-
sion, we have tripled the number of semantic classes and improved the class
selection mechanism. In agreement with video browsing state of the art, the re-
sults browsing interface features semantic-based arrangement, which is supposed
to significantly reduce the interaction overhead for browsing and near-hit search.
Finally, the new version of IMOTION is backed up by the new ADAMpro stor-
age system, which comes with a large variety of indexing structures to decrease
query latency.



Fig. 4. Screenshot of the 2017 IMOTION system UI.
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