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ABSTRACT
Gestures play an important role in our daily communications. How-
ever, recognizing and retrieving gestures in-the-wild is a challeng-
ing task which is not explored thoroughly in literature. In this paper,
we explore the problem of identifying and retrieving gestures in
a large-scale video dataset provided by the computer vision com-
munity and based on queries recorded in-the-wild. Our proposed
pipeline, I3DEF, is based on the extraction of spatio-temporal fea-
tures from intermediate layers of an I3D network, a state-of-the-art
network for action recognition, and the fusion of the output of
feature maps from RGB and optical flow input. The obtained em-
beddings are used to train a triplet network to capture the similarity
between gestures. We further explore the effect of a person and
body part masking step for improving both retrieval performance
and recognition rate. Our experiments show the ability of I3DEF to
recognize and retrieve gestures which are similar to the queries in-
dependently of the depth modality. This performance holds both for
queries taken from the test data, and for queries using recordings
from different people performing relevant gestures in a different
setting.

CCS CONCEPTS
• Information systems→ Specialized information retrieval;
Similarity measures; •Applied computing→ Arts and human-
ities; • Human-centered computing→ Gestural input.
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1 INTRODUCTION
Gestures are a natural part of human communication since they
augment the spoken word and help to convey both meaning and
emotion. Gesture recognition has recently gained special attention
due to the development of robotic agents with whom humans can
interact by means of (hand) gestures. The gestures that such appli-
cations would need to understand in addition to certain emblems
are co-speech gestures which happen spontaneously to enrich the
speech utterance.

Compared to gesture recognition, relatively little work has been
done in comparing the similarity of such recordings for the purpose
of retrieval. However, this is highly relevant in several use cases
such as the support for linguists in analyzing co-speech gestures,
or as a complement to other modes of retrieval in video search. In
this paper, we therefore present a content-based retrieval approach
for videos of hand gestures.

The proposed method, I3D Embedding Fusion (I3DEF), benefits
from the intrinsic properties of a deep convolutional neural net-
work with 3D kernels to extract spatio-temporal features [35]. Stud-
ies have shown the advantage of using intermediate CNN layers
in different architectures for retrieval and recognition tasks [22].
Therefore, we develop our retrieval system based on the intermedi-
ate layer’s features from Inflated 3D Inception (I3D). The extracted
features are used to train a triplet network [12] to learn the similar-
ity between the gesture videos. Although this method is wildly used
in image and video retrieval [7, 27], learning the metric to measure
and retrieve similar gestures is a challenging task. In our setup,
we explore the different configurations to find the best practice
to retrieve similar gestures. To test the retrieval performance of
I3DEF, we selected queries both from test section of the dataset
used for training and validating the model, and real-world videos.
Our experiments compare the results of the similarity of gestures
as rated by users of the system.

The contribution of this paper is threefold: Firstly, I3DEF, an
efficient feature extraction pipeline is proposed to capture spatio-
temporal characteristics of the gesture videos. Secondly, this pipeline
is extended to retrieval training to learn similarities between ges-
tures within one class. The representations are put into evaluation
with real-world queries and similarity of the retrieved results are
assessed by volunteers. Thirdly, to improve the retrieval results,
body-part segmentation is added to the feature extraction process,
which improved the retrieval results.

https://doi.org/10.1145/3372278.3390723
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The remainder of this paper is organized as follows: Section 2
reviews related work. Section 3 presents I3DEF in detail and Sec-
tion 4 reports on the experiments we have conducted. Section 5
discusses the evaluation results and Section 6 concludes.

2 RELATEDWORK
Video retrieval techniques have gone through many changes from
pre-deep learning to date. Many methods rely on classifiers which
tag the videos with textual labels [23, 25]. These methods vary be-
tween those labeling the existing objects in the video key frames [26],
or generate an action label for a sequence of frames [4, 9, 26].

Content-based video retrieval is mainly based on feature ex-
traction and similarity calculation. Early feature extractors were
based on hand crafted features such as color histograms [11, 15, 30],
Local Binary Patterns [15, 29, 39] or key-point descriptors (like
SIFT [40] and SURF [2]). More recently, deep learning methods
have been developed to produce feature vectors from activation
of deep convolutional networks (CNN) [14, 24]. These methods
are either based on vectors obtained from the activation of fully
connected layers [37] or intermediate layers of CNNs [18], or by
using the regional maximum activation of convolutions [32] which
is based on the output of Region of Interest (ROI) pooling layers of
sampled frames from a video clip [1, 28].

Methods based on learning spatio-temporal features from an
entire video exploit the ability of 3D kernels of CNNs to capture the
temporal dependencies of video frames, as well as the spatial infor-
mation, and represent an entire shot in a single vector. C3D [33] and
I3D [4] have shown superior performance in video feature extrac-
tion. Gesture videos benefit from these methods as well, since the
temporal dependencies in the gesture videos are more prominent.

Representation learning is one of the important components of
video retrieval. This component is responsible to train a network
to favor smaller distances to similar samples. Two of the methods
to learn these similarities are Siamese network [10, 13] and triplet
networks [36] where the former learns the similarity between pairs,
and the latter is based on similarity and dissimilarity between pos-
itive and negative pairs. Inspired by the improved performances
of video retrieval with triplet networks, I3DEF uses triplet loss to
learn the similarity between hand gestures. Hand gesture retrieval
in videos is scarcely seen in literature. [38] has used low-level edge
orientation features to find the best match between the query and
the collection and [5] used ensemble attractor networks to retrieve
single stroke 2D gestures.

3 METHOD
In this section, the main components of I3DEF are described. The
feature extraction is generating an embedding to represent the
spatio-temproal dependencies of the gesture frames. This embed-
ding is used for the retrieval training component, which adjusts the
parameters of the network to learn the similarities of embeddings.

3.1 Feature Extraction
2D kernel convolutional networks have achieved state of the art
results in image related tasks in computer vision [16]. However,
for videos, these networks disregard the temporal dependencies
between frames in a sequence. The base model used in I3DEF for

the extraction of features is the I3D network [4]. This network
essentially has the architecture of Inception, introduced in [31],
with the 2D kernels inflated to 3D ones.

To begin with feature extraction, we use the I3D network pre-
trained on Imagenet [6] and Kinetics 400 [17]. Although gesture
recognition is similar to action recognition inmanyways, onemajor
difference is the importance of hand motion and independence of
the gestures to the scene, setting, and background. To mitigate
the impact of neural network conceptual inference, which in this
special task would lead to a misplaced focus, we extract the features
not from the last layer of the network, but from the intermediate
convolutional layers. This approach leverages the existence of local
descriptions in the intermediate features to generate a compact
global video representation. These features are expected to be more
representative of the local features of the frames. To achieve this
objective, we take the features from the output of the fourth module
of the I3D network.

To generate the video descriptors, uniform sampling of video
frames is applied, to have 40 frames per video. The input to the
network is RGB and the optical flow of the videos, where the latter
is extracted via the TVl1 [3] algorithm. The two streams of the
network are fused after passing through a convolutional layer and
then are fed into the fully connected layer. The probability of the
classes are obtained via a softmax layer. The newly added layers
after fusion are trained separately and then the whole network is
fine-tuned to learn the class labels of the training set.

To adapt the output of the network to the retrieval task to have
a feature vector per video, we remove the softmax layer to have a
1024 dimensional feature vector per video.

3.2 Retrieval Training
To alter the objective of the network from classification to retrieval,
we need to train the network to learn the similarity between the
videos. For a given query gesture video, we compute the similarity
between the query and each video in the training set, and rank the
results based on the maximum similarity between pairs. Ideally, our
network can retrieve the most relevant videos to the query from
the dataset. To learn the similarity measure, we train the already
fine-tuned network with triplet-loss [27].

A collection of triplets τ = {(vi ,v
+
i ,v

−
i ), i = 1, ...,N } are drawn

to start the learning process, wherevi ,v+i ,v
−
i are the feature vectors

of the anchor (positive and negative samples, resp.). This triplet
construction helps to encode relative similarity between videos.

To prevent the network from learning only the easy similari-
ties, we introduce a marginm. Therefore, the relation of similarity
between two pairs is defined as:

D(fθ (vi ), fθ (v
+
i )) − D(fθ (vi ), fθ (v

−
i )) +m < 0 (1)

wherem = 0.5.
The objective is to optimize the following triplet loss equation to

make sure the network creates the embedding in a way that similar
videos have lower embedding distance in the vector space.

min
θ

k∑
i=1

Lθ
(
vi ,v

+
i ,v

−
i
)
+ λ∥θ ∥22 (2)
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Figure 1: Illustration of the I3DEF pipeline with the feature
extraction and Triplet loss.

where λ is a regularizer to prevent overfitting and k is the total
number of triplets.

To prepare the data for training, we select the anchor class ran-
domly, the anchor and positive samples are taken from the same
class, and the negative samples are taken from other classes, except
the selected classes for positive (or anchor) samples.

4 EXPERIMENTS
In this section, we explore effect of different variations of our setup
and architecture to analyze the performance of the I3DEF architec-
ture for gesture retrieval via the Chalearn Isolated gesture bench-
mark [34]. We measure the generalizability of the retrieval system
to the real-world queries and measure the similarity rated by vol-
unteer assessors.

4.1 Network Variations
To have a thorough comparison of different methods to extract
features or learn the similarity, we have used three different network
variations: The first model uses the feature extractor presented in
Section 3.1 trained with triplet loss (I3DEF ). The second model is
using the features extracted from the proposed feature extractor
trained with contrastive loss (I3DEF-C). The third model is using
the masking module, and triplet loss to extract similarity features
(I3DEF-M). In the following, the last two variations are explained
in detail.

4.1.1 Person Masking Mechanism. One variation of our existing
setup is to use person masking to mitigate the effect of the back-
ground of videos, and to improve the results by guiding the network
to focus on the person in the video frames. To further improve the
robustness of the system to the background variations and clutter,
we use person detection as a masking module to emphasize the
person in action and their body parts and reduce the effect of the
background. For this purpose, we use the recently published person
segmentation method [20].

Before feeding the image to the network, we used the pre-trained
model of the aforementioned segmentation algorithm on COCO-
2014 [21] which is fine-tuned on the PASCAL person part [8]
dataset1, to extract a feature map with weights according to the
location of the person in the frame. As suggested by the authors,
we use the multi-scale option to improve the accuracy of the seg-
mentation results. Since in our dataset, the background is still in
all the frames and optical flow frames are immune to noisy back-
ground, the acquired feature map from the segmentation model is
multiplied by the RGB frames only. In our experiment results, this
model is referred to as I3DEF-M.

4.1.2 Contrastive Loss. Siamese networks also present a method of
similarity learning for retrieval purposes which uses a contrastive
loss. We change the representation learning component of the
I3DEF to the Siamese network by introducing similar and dissimilar
pairs to the network. This variation of the network, I3DEF-C, is
using contrastive loss [13] instead of the triplet loss to optimize the
similarity distances of the pairs.

In this setup, differently from triplet loss, the batches for training
consist of video pairs, which are either similar (i.e., from the same
class) or dissimilar (i.e., from different classes).

4.2 Evaluation Protocols
As our retrieval pipeline I3DEF, in contrast to networks used for
classification tasks, does not produce a label, we cannot use the
usual metrics such as best prediction score or accuracy to evaluate
our performance. The output of the system consists of embeddings
which are used to find the similarity by computing the distance
between them. We therefore generate a set of 9 query videos, 5 of
which are taken from the test set of the Chalearn Isolated gesture
dataset [34], and the other 4 consist of new recordings of differ-
ent people performing the relevant gestures. These videos were
recorded in a similar setting to the ones in the dataset but using a
different camera and showing different people, in order to see if
the model is able to generalize beyond the specific properties of the
dataset.

Retrieval was performed using these 9 queries on each of the
three network variants and the obtained videos were independently
rated with respect to their similarity to the query by 10 independent
assessors using a 4 point Likert scale to assign a similarity score to
the retrieved results (‘very good’ = 1, ‘good’ = 2

3 , ‘ok’ =
1
3 , ‘bad’ = 0).

The Fleiss’ Kappa (κ) was computed for each of the assessments
of the results for each of the 9 queries in order to quantify the
agreement between the assessors. The resulting values for κ range
from 0.09 to 0.38 with a mean of 0.26 which shows that there was
some difference in how the different assessors judged the similarity
of the retrieved results. This issue arises specifically in queries
in which the direction or the details of articulation of a gesture
considered to be different by assessors, but in the dataset they
are labeled as the same. Therefore, the perceived similarity by the
assessors is not necessarily in line with the similarity that would be
derived from the labels of the original dataset. For the subsequent
evaluation of the retrieval characteristics, we compute the median
of all assigned scores.

1https://github.com/kevinlin311tw/CDCL-human-part-segmentation

https://github.com/kevinlin311tw/CDCL-human-part-segmentation
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Table 1: Maximum, mean andmedian dcg and precision at 5,
10 and 20 for the three presented network variants.

model I3DEF-M I3DEF I3DEF-C

dcg
max 4.25 2.69 5.08
mean 1.87 1.25 1.62
median 2.38 1.32 1.18

p@5
max 0.8 0.8 0.8
mean 0.33 0.24 0.24
median 0.4 0.2 0.2

p@10
max 0.5 0.4 0.7
mean 0.25 0.16 0.15
median 0.3 0.2 0.1

p@20
max 0.6 0.3 0.7
mean 0.23 0.13 0.16
median 0.25 0.1 0.15

To evaluate the retrieval performance of the different network
variants, in addition the precision for several result sets, we compute
the Discounted Cumulative Gain as defined in Equation 3, where
s is the list of scores corresponding to the retrieved results, using
the aggregated scores as assigned by the assessors. A result is
considered to be relevant if its median score is ≥ 2

3 .

dcд(s) =
N∑
i=1

2si − 1
loд2(i + 1)

(3)

4.3 Results
Table 1 shows the maximum, mean and median discounted cumula-
tive gain as well as the precision for the top 5, 10 and 20 results per
network variant, with the best results highlighted in boldface. It can
be seen that while the I3DEF-C model has the highest single value
for each measure, the I3DEF-M model consistently outperforms the
other two for all the mean and median aggregated measures.

Table 2 shows the mean of all the measures per model, but sepa-
rates the queries which were taken from the test set of [34], des-
ignated as ‘test’ in the table and the newly recorded ones, labelled
‘new’. The best result per row is again printed in boldface. It can be
seen that there are large performance differences between the two
query sources for the I3DEF and I3DEF-C models, while the differ-
ences for the I3DEF-M model are considerably smaller. While the
I3DEF-M model is slightly outperformed in the dcg as well as the
p@10 and p@20 metrics when only considering the ‘test’ queries, it
clearly dominates in all categories when only the ‘new’ queries are
considered.

5 DISCUSSION
From the results presented in Tables 1 and 2, it can be seen that
the masking filter used in the I3DEF-M model variant increases
the retrieval performance substantially, especially for the queries
which were not part of the original dataset the model was trained
on, since it causes the model to ignore the background which leads
to a better generalization with respect to the setting of the scene in
which the gesture is performed. Conversely, the results suggest that
the models without the masking module rely too much on visual

Table 2: Mean dcg and precision at 5, 10 and 20 for the three
presented network variants with respect to if the queries
were from the test set of [34] (test) or newly recorded (new).

model I3DEF-M I3DEF I3DEF-C

dcg test 1.85 1.75 2.38
new 1.89 0.61 0.67

p@5 test 0.36 0.36 0.36
new 0.3 0.1 0.1

p@10 test 0.22 0.24 0.24
new 0.3 0.08 0.05

p@20 test 0.21 0.16 0.25
new 0.25 0.09 0.06

information within the video which is entirely independent of the
gesture, despite the effort of the designers of [34] to counter this.

Our analysis on the basis of the Chalearn ISO dataset shows an
imbalance in the number of samples per class. Such a large variation
in the number of samples per class in the training set biases the
feature extractor to learn more of a certain class [19]. To alleviate
this problem, it is recommended to use additional datasets, which
exhibit a large number of classes.

As briefly discussed earlier, the masking used during feature
extraction reduces the sensitivity of the network to the background
and increases the independence of the features with respect to the
environment and causes them to focus more on the person and
articulations of the hands. However, the network is not designed to
consider multi-scale figures. This artifact can be avoided by using
a multi-scale feature extractor which makes the features tolerant
towards differences in scaling and a person’s distance to the camera.

One of the most observed phenomena during the evaluation
of the retrieval results by the assessors is the unclear boundary
between dissimilar gestures and similar gestures. According to gen-
eral belief, filliped trajectories of the gestures are considered to
have different meaning and therefore are assessed as dissimilar.
However, such gestures have the same label in the dataset. More-
over, the gesture articulation varies from person to person, and
sometimes, these differences, make similar gestures, look dissimilar,
even though they are from the same category.

6 CONCLUSION
In this paper, we explore methods for the identification and retrieval
of gestures using RGB frames and optical flow which is extracted
from the RGB data without the additional need for specialized
recording equipment such as depth-cameras. We proposed the ex-
traction of features from intermediate layers of an I3D network.
We comparatively evaluate three variants of the feature extraction
network based on manual assessment of the retrieved results. The
performed experiments show that the combination of a triplet loss
with masking module focusing on the human body performs best
among the tested variants. They also indicate that the body-part-
masking can increase the generalization performance of a network,
making it more applicable to different datasets showing humans
in different settings. More work in this area and especially larger,
more diverse and balanced datasets are needed in order to advance
the possibilities for gesture retrieval in videos in the future.
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